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Ladies and Gentlemen,

Thank you for being at this important workshop on Grid Networking, especially as some of you have travelled a great distance. Networking, and in particular long-distance networking, has seen tremendous development during recent years. When the LHC experiments looked at their networking needs based on the Monarc model back in 1999, it was assumed that all we could afford by 2005 would be 622Mb/s from CERN to each of the Tier1 centres, i.e. ~2.5 Gb/s. 10Gb/s is already a reality today and we now talk about an aggregate bandwidth of at least 40Gb/s for 2007 reaching probably 100Gb/s by the end of the decade. This is two orders of magnitude more than we originally assumed. No other area of computing has experienced such a decrease in price/performance.

New possibilities create new ideas as new ideas create new possibilities. Some experiments are considering sending on-line data to remote centres for detector monitoring or even to do part of their reconstruction outside of CERN. The recent developments in the Grid area such as the European DataGrid and the European DataTag projects, as well as other Grid projects in Europe and in the United States have paved the way to the next generation of networks, which we may want to call Grid-aware networks. Our networks now have very good backbones and we have proven that very high speed transfers can be done across the Atlantic. Land-speed records are excellent, but now we need to turn our experience into production quality network services.

RN Geant connecting all NRENs in more than 40 countries in Europe is undoubtedly a great success. RN Geant also provides good connectivity outside Europe. The investments made by the European Commission over the past years are paying off. The substantial support given to projects such as Clara, TEIN and SEEREN has expanded the connectivity to South America, to Asia and to the Balkans. Funding from the United States has contributed to international connectivity for science around the world. I believe that time has come to move from parallel and sometimes competing projects to a common approach and to think and act more globally.

In conclusion: We can get the raw bandwidth, we have shown it can be used, but we lack end-to-end performance. Quality of service, security and predictable performances still remain R&D targets. I would clearly give priority to getting the existing technology to the end-user and into production over getting even higher raw bandwidth. The new networks must enable production quality Grids. 

The tremendous advances that you have made in networking over the past ten years have been the key enabler for Grid computing, which in turn will enable scientists to tackle problems previously beyond their reach. High performance networking and Grids could revolutionise science as the Web and Internet have revolutionised society.

I wish you plenty of insight and encourage the workshop to come up with strategies for common solutions to our ever-growing network needs.

